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Abstract

We introduce a novel method for joint expression and audio-guided talking face gen-
eration. Recent approaches either struggle to preserve the speaker identity or fail to pro-
duce faithful facial expressions. To address these challenges, we propose a NeRF-based
network. Since we train our network on monocular videos without any ground truth, it
is essential to learn disentangled representations for audio and expression. We first learn
audio features in a self-supervised manner, given utterances from multiple subjects. By
incorporating a contrastive learning technique, we ensure that the learned audio features
are aligned to the lip motion and disentangled from the muscle motion of the rest of the
face. We then devise a transformer-based architecture that learns expression features,
capturing long-range facial expressions and disentangling them from the speech-specific
mouth movements. Through quantitative and qualitative evaluation, we demonstrate that
our method can synthesize high-fidelity talking face videos, achieving state-of-the-art
facial expression transfer along with lip synchronization to unseen audio. Project Page:
https://starc52.github.io/publications/JEAN

1 Introduction
Talking face generation has increasingly drawn attention due to its wide-ranging applica-
tions such as visual dubbing, video content creation and video conferencing. There are
two main requirements in synthesizing a photorealistic talking face: (a) accurate lip syn-
chronization to the spoken utterance, and (b) faithful facial expressions to convey a mes-
sage with the intended affect. In human interaction, facial expressions deliver essential
cues while talking [21, 22]. For example, the same sentence spoken with an angry or
happy emotion can have a different meaning. Prior work has mostly focused on audio-
only [14, 55, 69, 71, 86, 87] or expression-only [2, 3, 20, 38, 41, 56, 68] guidance for face
synthesis. A few methods [34, 35, 36, 72] have tried to address the problem of simultaneous
control of facial expressions and lips. However, they either struggle to preserve the speaker
identity or fail to produce faithful expressions. Recently, neural radiance fields (NeRFs) [48]
have demonstrated photorealistic 3D modeling, preserving identity-specific information and
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Figure 1: We introduce JEAN, a novel NeRF-based method that simultaneously combines
lip-syncing to a target audio with facial expression transfer to generate talking faces.

faithfully reconstructing expressions [24]. However, NeRF-based methods have only ad-
dressed the problems of lip-syncing [10, 29, 43, 47, 83] or expression transfer [4, 5, 24, 51]
separately.

In this work, we present JEAN, a novel Joint Expression and Audio-guided NeRF for
talking face generation. Our network is trained on monocular talking face videos without any
ground truth. In these videos, the expression-related facial movements are strongly entan-
gled with the speech-specific mouth movements. Controlling facial expressions and speech-
specific lip motion separately requires learning disentangled representations for expression
and audio correspondingly. To address this, we introduce a self-supervised approach to dis-
entangle facial expressions from lip motion. We observe that mouth motion related to speech
and face motion related to expressions in talking faces differ from each other temporally and
spatially. Speech-related motion has higher temporal frequency and is spatially localized to
the mouth region, while expression-related face motion has a lower temporal frequency and
may occur over the entire face region. Moreover, for the same utterance spoken with differ-
ent expressions, speech-related motion remains consistent. We leverage these observations
to disentangle speech-related motion and expression-related motion.

We first learn a powerful audio representation in a self-supervised manner by disen-
tangling the lip motion from the motion of the rest of the face in the feature space of an
autoencoder. In general, achieving accurate lip synchronization on unseen audio in NeRFs
is hard, as they tend to overfit on the training data [29]. Recently, contrastive learning has
shown promise in synchronization in audio-visual tasks [53, 73, 77, 85]. This prompted us to
introduce a contrastive learning strategy, in order to align the learned audio features with the
lip motion. Next, we introduce a transformer-based architecture that learns expression fea-
tures, capturing long-range facial expressions and disentangling them from speech-specific
lip motion. Finally, we train a dynamic NeRF, conditioned on the learned representations
for expression and audio. JEAN can synthesize high-fidelity talking face videos, faithfully
following both the input facial expressions and speech signal for a given identity.

In brief, the contributions of our work are as follows:

• We introduce a self-supervised method to extract audio features aligned to lip motion
features, achieving accurate lip synchronization on unseen audio.

• We propose a transformer-based module to learn expression features, disentangled
from speech-specific mouth motion.

• Conditioning on the disentangled representations for expression and audio, we propose
a novel NeRF-based method for simultaneous expression control and lip synchroniza-
tion, outperforming the current state-of-the-art.
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2 Related Work

Audio-driven Talking Face Generation. Audio-driven talking face generation aims to gen-
erate portrait images with synchronized lip motion to a given speech. Early attempts in
talking face generation with lip synchronization [23, 40, 60] use probabilistic models to map
speech phonemes to particular mouth shapes, requiring accurate annotation. More recent
methods [11, 14, 55, 65, 69, 71, 85, 86, 87] learn neural networks, such as GANs, using a
large amount of video data, containing multiple identities, in order to learn a robust audio-lip
space. Our method, on the other hand, is NeRF-based, which enables us to better capture the
3D geometry and appearance of a talking face, and achieve higher output visual quality with
just a few minutes of monocular video data.

NeRFs for Human Faces. Implicit neural representations for modeling 3D scenes have
recently gained a lot of attention. In particular, neural radiance fields (NeRFs) [48] have
shown photorealistic novel view synthesis of complex static [6, 7] and dynamic [44, 45, 57,
79] scenes. They represent a scene using an MLP, where each 3D point is associated with a
radiance and density. Various recent works [24, 50, 51, 58, 64] use NeRFs to model the 3D
face geometry. AD-NeRF [29] learns a dynamic NeRF conditioned on speech, encoded as
DeepSpeech features [1, 30]. Follow-up methods [42, 43, 47, 61, 67, 81, 82, 83] enhance the
lip synchronization in case of novel audio. NeRFace [24] conditions the network on 3DMM
expression parameters. In contrast to the aforementioned approaches, our proposed NeRF
allows for simultaneous control over facial expressions and lip motion to unseen audio.

Representation Learning for Human Faces. The task of representation learning for faces
has been widely explored in unsupervised [12, 13, 19, 31, 39, 49, 76] and self-, semi-, or
weakly-supervised [18, 27, 56, 59] techniques. In the talking face setting, where supervision
is scarce and hard to find, self-supervision has been widely explored in the literature. Some
methods have used self-supervision to improve the lip synchronization [53, 73, 81] in talk-
ing head generation tasks. Other methods have used self-supervised learning [26, 46, 72] to
disentangle pose, expression, eye motion, etc., of a talking face to enable individual control.
Other methods have used self-supervision to learn proxies, such as depth [32, 33], latent fea-
tures [80] or keypoints [36] that improve generated talking faces. Our method disentangles
expression from lip motion and aligns audio features to lip motion using self-supervision.

Expression and Audio-driven Talking Face Generation. Expression and audio-driven
talking face generation aims to produce portrait images that follow expressions from an ex-
pression source and lips synchronized to an audio source. Prior work can be broadly classi-
fied into warping-based methods [36, 66] or synthesis-based methods [28, 34, 35, 54, 62, 63,
72]. Warping-based techniques estimate warping flows between source and target images,
whereas synthesis-based methods generate images based on intermediate representations.
Warping-based techniques, like EAMM [36], frequently produce 3D inconsistencies, since
they consider only the 2D space. Synthesis-based methods, like PD-FGC [72], lead to the
semantic leakage problem [78], where the output erroneously contains semantic elements of
the input or training dataset. Some methods [28, 62, 63], such as EAT [25], learn a cate-
gorical emotional space, often based on one-hot encodings. In contrast, our method learns
a NeRF controllable by both audio and expression from independent sources, giving 3D
accurate and identity-preserved outputs with faithful expressions.
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Figure 2: (a) illustrates an overview of JEAN, a novel method for joint expression and
audio-guided NeRF-based talking face generation. (b) and (c) illustrate our proposed self-
supervised learning of our audio representation. Specifically, (b) demonstrates the self-
supervised learning of our landmark autoencoder that disentangles lip motion from the mo-
tion of the rest of the face. Then, in (c), our audio encoder AE is trained using a contrastive
learning regime, in order to align audio features to lip motion.

3 Method
We present JEAN, a novel method for joint expression and audio-guided NeRF-based talking
face generation. Fig. 2(a) illustrates an overview of our proposed approach. Given monocular
RGB videos of an identity, we learn a NeRF that represents the identity’s 4D face geometry
and appearance in various expressions and lip positions. We assume three inputs, namely an
audio source, the identity’s head pose, and an expression source. During training, these in-
puts come from the same identity. During inference, we can use audio, pose, and expression
sources from different videos. Our proposed pipeline consists of three main components: (1)
We first learn an audio encoder in a self-supervised manner to align audio features to lip mo-
tion features (see Sec. 3.1). (2) We learn an expression transformer to disentangle expression
features from lip motion (see Sec. 3.2). (3) Finally, we learn a dynamic NeRF conditioned
on our learned representations for both audio and expression (see Sec. 3.3).

3.1 Self-Supervised Audio Encoder
In order to learn a powerful audio representation and achieve a high lip-sync accuracy, we
propose a self-supervised contrastive learning method that aligns audio features to lip motion
features. Inspired by Yao et al. [81], we first extract lip motion features through a landmark
autoencoder. Next, we train our audio encoder using a contrastive learning strategy.
Landmark Autoencoder. We propose a landmark autoencoder that learns to disentangle
mouth and eye-nose movements based on 2D landmarks, as illustrated in Fig. 2(b). For a
frame A of an identity, we extract face landmarks p fA

mA , with superscript fA indicating that the
eye-nose landmarks are from frame A and subscript mA indicating that mouth landmarks are
from frame A. Similarly, for a frame B, we extract face landmarks p fB

mB . A landmark encoder
(LE) embeds the input landmarks of each frame into a eye-nose embedding e f and a mouth
embedding em, i.e. e fA ,emA = LE(p fA

mA) and e fB ,emB = LE(p fB
mB). The mouth embeddings

emA and emB of the two frames A and B correspondingly are swapped with a probability
ε , and passed to a landmark decoder (LD) to predict the corresponding landmarks p′ fA

mB =
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Figure 3: Expression Transformer. We propose an expression transformer encoder that learns
to disentangle facial expressions from speech-specific lip motion. We extract emotion fea-
tures and disentangle them into expression content and speech-specific lip motion content.

LD(e fA ,emB) and p′ fB
mA = LD(e fB ,emA). We get the ground truth p fA

mB by replacing the mouth
landmarks of the frame A with the corresponding mouth landmarks of the frame B. The
autoencoder is trained using an L1 reconstruction loss:

Lreclmd = E
[
||p′ fA

mB
−p fA

mB
||1 + ||p′ fB

mA
−p fB

mA
||1
]
. (1)

Using this training regime, the landmark encoder LE learns to represent the lip movements
in its latent space, disentangling them from any other face motion. In our implementation,
we extracted 68 face landmarks for each video frame. We discarded the first 17 landmarks
that correspond to the face contour, in order to pay attention to the eye-nose and mouth
movements. The probability ε is set to 0.8. The frames A and B are randomly sampled from
the same video of an identity (see also suppl.).
Contrastive Learning. In order to learn audio embeddings aligned to the extracted mouth
embeddings em, we propose a constrastive training strategy, as illustrated in Fig. 2(c). We
learn a CNN-based audio encoder AE that takes DeepSpeech [30] features a as input and
outputs audio embeddings ea, i.e. ea = AE(a). For a mouth embedding em, we set the cor-
responding audio feature e+a as the positive key and a randomly picked audio feature e−a as
the negative key. We train our audio encoder, using an InfoNCE [70] loss, to ensure that the
distance between the positive pair (e+a ,em) is smaller than the negative one (e−a ,em):

LInfoNCE =− E
x∈X

[
log

exp(d(e+ax ,emx))

exp(d(e+ax ,emx))+ exp(d(e−ax ,emx))

]
, (2)

where X is the set of all (e+a ,em,e−a ) tuples and d(x,y) = ⟨x,y⟩
τ||x||2||y||2

is the temperature-
adjusted cosine distance. During training, the negative audio samples are randomly selected
from the same identity but different video. The temperature τ is set to 0.1. We use 64-
dimensional features for ea, e f , and em. See suppl. for more details.

3.2 Expression Transformer
We propose to learn an expression transformer that captures long-range facial expressions,
disentangling them from the speech-specific lip motion (see Fig. 3). First, we extract emo-
tion features eemo per video frame, using a pre-trained network for emotion recognition [15].
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We then learn an expression encoder that disentangles the emotion features into expression
content and speech-specific content. The idea is that when a person is speaking, the face
movements will have some aspects that are emotion-specific (e.g. cheeks pulled up, flush
face, raised eyebrows, etc.) and some speech-specific (e.g. mouth motion for consonant
‘b’). Given that we have video pairs of a person saying the same utterance in different emo-
tions, it is possible to capture the facial expressions and successfully disentangle them from
the speech-specific motion. More specifically, for an utterance spoken with two different
emotions A and B, we extract emotion features eemoA[1:m1] and eemoB[1:m2]. We align these
sequences, using the dynamic time warping (DTW) algorithm [8]:

e†
emoA[1:N]

,e†
emoB[1:N]

= DTW (eemoA[1:m1],eemoB[1:m2]), (3)

where m1 and m2 are the initial lengths and N is the output length of DTW. These are then
given as input to the expression transformer encoder (EE) in windows of size ω . EE outputs
expression features ee and speech-specific lip motion features el , i.e. el [t : ω+t−1],ee[t : ω+

t − 1] = EE(e†
emo[t:ω+t−1]) where t ∈ N1:N . The expression features are randomly swapped

with a probability δ . The output features ee and el are input to the expression decoder
(ED). ED follows an auto-regressive architecture to reconstruct the emotion features, i.e.
e′emo[t:ω+t−1] = ED(el [t : ω + t − 1],ee[t : ω + t − 1]). The expression transformer is trained
using an L1 reconstruction loss:

Lrecemo = E
[
||e′emoA

− e†
emoA

||1 + ||e′emoB
− e†

emoB
||1
]
. (4)

During inference, DTW is skipped and the emotion features are directly input to EE. Our
expression encoder is identity-specific, capturing each person’s unique way of speaking with
a particular emotion. In our experiments, we set ω = 8 and δ = 0.8. EE and ED have 3 layers
and 8 attention heads each. The emotion features eemo are of 2048 dimension and mapped to
128 via 2 linear layers. The output of EE is split in half resulting in 64-dimensional el , ee.

3.3 Dynamic NeRF
Our learned audio features ea and expression features ee are concatenated to an embedding
ein, conditioning our dynamic NeRF that models the 4D face dynamics of a subject. For
each video frame, we fit a 3DMM [9, 52] and extract the head pose and camera parameters,
in order to estimate the viewing direction d. The learned feature ein, the viewing direction
d and a 3D point location x in canonical space are input to the implicit function FΘ (MLP),
which predicts the corresponding RGB color c and density σ :

FΘ : (ein,d,x)−→ (c,σ) (5)

Given the color c and density σ at each sampled point of every ray, we can reconstruct
each video frame using volumetric rendering. For each camera ray r(t) = o+ td, where o
is the camera center, the color C is estimated by accumulating the RGB colors and densities
of the points sampled along the ray: C(r;Θ) =

∫ t f
tn σΘ(r(t))cΘ(r(t),d)T (t)dt [48], where

T (s) = exp(−
∫ t

tn σΘ(r(s)))ds is the accumulated transmittance from tn to t, and t f and tn are
the far and near bounds respectively. We denote the outputs of FΘ as cΘ and σΘ for brevity.
Similar to [48], we learn a coarse and a fine model for hierarchical volumetric rendering. We
optimize our NeRF using a photo-consistency loss:

Lphoto = ∑
r∈R

||Ĉ(r;Θ)−C(r;Θ)||22, (6)
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Figure 4: Talking face generation guided by target expression and audio sources (1st col-
umn). We compare with state-of-the-art methods for expression and audio-driven talking
face generation (EAMM [36], PD-FGC [72]), categorical emotion based talking face gen-
eration (EAT [25]), as well as the audio-only AD-NeRF [29], and expression-only NeR-
Face [24]. Our method outperforms all these methods, transferring the expression and audio
inputs with higher fidelity, while preserving the target identity.

which measures the mean squared error between the ground truth color C(r;Θ) and the
predicted color Ĉ(r;Θ), and R is the set of all the rays in each batch (see also suppl.).

4 Experiments
Dataset. In our experiments, we use the MEAD dataset [74]. MEAD includes 48 identities,
performing 7 emotions at 3 intensity levels and 1 neutral emotion. The videos are captured
by 7 cameras at different viewpoints. Each emotion level contains ≈ 30− 40 videos corre-
sponding to an utterance sampled from a superset of sentences. To train our audio encoder
(see Sec. 3.1), we use the complete set of frontal-view videos. For the expression trans-
former (see Sec. 3.2), we need video pairs, where a person pronounces the same utterance
with different emotions. We use the highest level (level 3) of the emotions “angry”, “happy”
and “sad”, and the single level of “neutral”, leading to a total of 84 unique pairs of sentences
being spoken in 2 emotions. Of those, 60 pairs of videos are used for training, and 24 for
validation. Since each person’s expressions are unique, we train an expression transformer
for each identity. To train our dynamic NeRF, we focus on 4 identities from MEAD, training
the network for each identity. Since the videos in MEAD are only 4-8 seconds long, we
concatenate videos of the same emotion for each identity. Not all the videos of the same
emotion for an identity were captured in the same head pose, so we filter videos based on the
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Table 1: Quantitative comparison of our method with the state-of-the-art. Results are high-
lighted as follows: Best , Second Best and Third Best .

Method LSE-C ↑ ACD ↓ Exp-Diff ↓ PSNR ↑ SSIM ↑ LPIPS ↓
AD-NeRF [29] 4.380 0.141 0.080 20.467 0.698 0.187
NeRFace [24] 1.966 0.103 0.023 21.335 0.736 0.175
EAMM [36] 1.771 0.284 0.111 18.474 0.592 0.248
PD-FGC [72] 6.220 0.657 0.089 21.094 0.648 0.228
EAT [25] 7.200 0.183 0.078 19.222 0.691 0.205
Ours 4.466 0.095 0.043 21.224 0.720 0.174

estimated focal length and the pose distribution after fitting a 3DMM. After concatenation,
we get videos of at least 12 seconds per emotion. See suppl. for more details.

4.1 Results
In this section, we compare our proposed method with the state-of-the-art. We include com-
parisons with AD-NeRF [29] that takes only audio as input and NeRFace [24] that takes
only 3DMM expression parameters as input, in order to illustrate our method’s performance
against NeRF-based methods with just one of the inputs, audio or expression. Then, we
compare with EAMM [36], PD-FGC [72], and EAT [25] that are identity-generic methods
for emotion-aware talking face video generation, trained on large datasets. Note that while
EAMM and PD-FGC use a video source for expressions, EAT only takes an emotion label
as input to produce expressions. Our method achieves the best disentanglement between
expression and audio sources, producing high-quality expressive talking faces.

4.1.1 Qualitative Evaluation

Fig. 4 shows our qualitative results. Notice how our method produces accurate lip shapes
that follow the target audio (e.g. phoneme “t” in row 2), while also synthesizing the input
expression (e.g. sad) with higher fidelity than the other methods. EAMM generally distorts
the input face, adds asymmetrical artifacts, and is unable to produce accurate mouth shapes
in all rows. While PD-FGC performs better than EAMM in terms of lip-shape accuracy, it
still distorts the input identity and produces artifacts. For example, we observe glossy faces,
color distortions and lip artifacts in all rows, a plain white band in place of teeth in rows
1 and 2, and loss of identity-specific characteristics, such as the mole on the face of the
woman in row 1. EAT performs best among the other methods, creating accurate lip shapes,
synced to the input audio, while also being faithful to the source emotions. However, EAT
still struggles with preserving the input identity. For example, it generates artifacts in the
eye region and eyebrows in rows 1 and 4 respectively, and wide jaws and crossed eyes in
row 4. In general, we observe identity inconsistency problems in all EAMM, PD-FGC, and
EAT. In contrast, the NeRF-based methods, i.e. AD-NeRF, NeRFace, and our method, learn
to preserve the input identity. Our method demonstrates high-quality results, transferring the
source facial expression and following the source audio with higher fidelity.

4.1.2 Quantitative Evaluation

Evaluation Metrics. We conduct quantitative evaluation on common metrics used in the
talking face generation field. We use LSE-C [55] to measure the lip synchronization of
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Table 2: Ablation study on our proposed audio and expression representations. In (a), we
train the network without the self-supervised audio encoder learning and without expression
transformer (we use features from the pre-trained ResNet-based emotion recognition net-
work from [15] passed through a thin MLP). In (b), we again omit the self-supervised audio
encoder learning and use 3DMM expression parameters. In (c), we add the self-supervised
audio encoder learning, but we use expression features as in (a). In (d), we train our expres-
sion transformer on 3DMM expression parameters. Best results are highlighted in bold.

Method Metrics
Variant Self Super-

vised Audio
Encoder

3DMM Ex-
pression Pa-
rameters

Emotion
Recognition
Features

Expression
Transformer

LSE-C↑ Exp-Diff↓ LPIPS↓

(a) ✓ 1.804 0.027 0.170
(b) ✓ 1.848 0.022 0.161
(c) ✓ ✓ 1.760 0.028 0.168
(d) ✓ ✓ ✓ 2.982 0.071 0.190
Full Net. ✓ ✓ ✓ 4.466 0.043 0.174

our method, and Peak Signal-to-Noise Ratio (PSNR), Structural Similarity (SSIM) [75]
and Learned Perceptual Image Patch Similarity (LPIPS) [84] to measure the image qual-
ity against the expression source images. We also estimate the expression transfer accuracy
(Exp-Diff) [72] by using 3D face reconstruction [17] and calculating the Mean Squared Error
(MSE) of the extracted expression parameters in the synthesized images with those of the
driving expression images. Further, we estimate the identity preservation using the Average
Content Distance (ACD) metric, inspired by [71], by calculating the cosine distance between
ArcFace [16] face recognition embeddings of synthesized images and driving expression im-
ages. Essentially, the idea is that the smaller the distance between those embeddings, the
closer are the synthesized images to the driving images in terms of identity.

We show the corresponding quantitative results in Table 1. Since Exp-Diff and the visual
quality metrics are computed against expression source frames, we find that the expression-
only NeRFace performs best on those metrics. Our method significantly outperforms the
state-of-the-art in emotion-aware talking face generation (EAMM, PD-FGC, EAT) in terms
of visual quality (PSNR, SSIM, LPIPS), identity preservation (ACD), and expression transfer
(Exp-Diff). While PD-FGC and EAT do perform better than our method in terms of lip-
syncing, as they are trained on large-scale video data, our method outperforms the rest of
the methods. We encourage the readers to watch our suppl. video for additional results
demonstrating the efficacy of JEAN.

4.1.3 Ablation Study

Expression Disentanglement. Table 2 shows different variants of our method, demonstrat-
ing the efficacy of our self-supervised learning of our audio representation, as well as the
disentanglement of our expression representation. More specifically, in variant (a), we omit
the self-supervised audio encoder learning and the expression transformer (we directly use
features from a pre-trained ResNet-based emotion recognition network from [15] mapped
through a thin MLP, and the audio encoder is trained along with the NeRF). In variant (b), we
use 3DMM [52] expression parameters and skip the self-supervised audio encoder. In vari-
ant (c), we add the self-supervised audio encoder learning, but we use expression features as
in (a). Finally, in variant (d), we learn the expression features, using 3DMM expression pa-
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Figure 5: Additional analysis/experiment/visualisation that shows that the expression en-
coder disentangles features that are semantically grounded and well-behaved. Interpolation
of features between different emotional expressions leads to semantically meaningful ex-
pressions.

rameters as input to our transformer. We see that not disentangling the emotion recognition
features in (a) and (c), and the expression parameters from [9, 52] in (b), cause the NeRF
network to only learn expressions from the expression source and ignore the audio source.
This leads to a significant decrease in lip-sync metrics on unseen audio and best performance
in terms of Exp-Diff and LPIPS. Further, trying to disentangle 3DMM expression parame-
ters in (d) fails to learn meaningful features which leads to poor lip-sync metrics on unseen
audio and the worst performance in terms of Exp-Diff and LPIPS. Our proposed expression
transformer leads to a successful disentanglement between expression and speech-specific
lip motion. Note that Exp-Diff is computed against the driving expression images, which
implies that if the network has overfitted to the driving expression the corresponding Exp-
Diff would also be lower. Disentangling expressions from lip motion leads to a balanced
performance between expression and lip-sync accuracy.
Interpreting Learnt Features. In Fig. 5, we conduct further analysis to investigate the pro-
posed expression disentanglement and the nature of the learned expression features. The
interpolation result between two expression features, learned by our expression transformer,
shows that our method learns semantically grounded features. In the suppl. material, we
show additional interpolation results and show t-SNE plots of the learned expression fea-
tures, indicating that they are semantically meaningful.

5 Conclusion
In conclusion, we introduce a novel method for joint expression and audio-guided talking
face generation. Prior work either struggles to preserve the speaker identity or fails to syn-
thesize faithful facial expressions. We propose a self-supervised method to extract audio
features, aligned to lip motion, achieving accurate lip synchronization to unseen audio. In
addition, we design a transformer-based module to learn expression features, disentangled
from speech-specific mouth motion. By conditioning on the learned representations, our
dynamic NeRF synthesizes high-fidelity talking face videos, providing simultaneous con-
trol of facial expressions and lip movements, and outperforming the current state-of-the-art.
We argue that our proposed representations can be easily extended to other neural rendering
pipelines, such as Gaussian Splatting [37], that we plan to explore as future work.
Acknowledgements. This work was supported in part by Amazon Prime Video and a grant
from the CDC/NIOSH (U01 OH012476).
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